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1 Introduction

In learning to rank and recommender systems, it is typically untractable to directly optimize on metrics
of interest such as recall or precision. Surrogate losses are instead used for learning: an important
case are margin-based loss functions, which seek to separate relevant samples from irrelevant ones.
This paper studies the relation between margin loss and the true metric in the real-world setting of
job recommender systems.

Intriguingly, in this setting, overfitting the margin loss does not translate to overfitting on the metric
of interest. To understand this phenomenon, we introduce novel concepts of participation (the share
of training samples with non-zero contribution to the loss) and cycling (stability of the population of
samples with non-zero contribution throughout training).

The paper is structured as follows. Section 2introduces the job recommendation problem of interest
and sets up notations. Section [3|presents preliminary results.

2 Learning to recommend jobs with a margin loss

The VADORE job recommendation system We study the margin loss’ behavior in the context of
VADORE, a job ad recommender system developed by researchers in computer science and economics
in collaboration with French Public Employment Service (PES) Péle emploi [3]. VADORE attempts
to reduce frictional unemployment: that is, the part of unemployment due to imperfect information
and the impossibility for a job seeker or a recruiter to process all possible job ads. Note that the data
at hand is proprietary and highly regulated.

Problem Statement Since VADORE learns from past observed hires, few matches (if any) are
observed in the past for any given job seeker. Classical algorithms like Matrix Factorization[2] are
therefore not suitable. Instead, in order to recommend a job ad j to a job seeker ¢, a set of features x;
and y;, described in appendix A, are leveraged. They are used to learn a matching score:

sij = s(xi,y5) (D

For a given jobseeker 7, recommendations proceed by sorting job ads according to s;;, and selecting
the top k.

In practice, the score is specified as s(x;,y;) = ¢(x;)T A (y;), where ¢ and ¢ are feedforward
neural networks, and A is a matrix. The parameters to be learned are the components of A and the
weights of ¢ and .
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The true metric of interest to measure the recommender system’s performance is the recall@k; that
is, the share, for jobseekers who find a job in the validation set, of times the job ad on which they are
hired is among the model’s top k recommendations.

Since optimizing the recall directly is untractable, a Triplet Margin Loss||1]] is used as a surrogate loss.
It is defined at the level of a triplet (7, j, j') where the anchor 7 is a job seeker, the positive example j
is a job ad with which 7 matched, and the negative example 5’ is a job ad with which ¢ did not match.
The goal of this loss is to separate the a set of positive examples from a set of negative examples by a
scalar margin 77 > 0. Formally, the Triplet Margin loss, to be minimized, takes the form:

‘C(Z7]a.]/) = ma‘X{Sij — Sij’ +T]30} (2)
Optimization then proceeds using Adam.

If the triplet margin loss is a good surrogate, we would expect a correlation between the overfitting
of the loss and the degradation of the true metric of interest, namely the recall. Since overfitting
was not monitored at first, we expect to gain in performance either way (underfitting or overfitting)
by measuring it and stopping at an optimal fit. Moreover, if there is no correlation between the
overfitting of the surrogate loss and the real metric, it is probably necessary to evaluate the recall on
the validation set at different steps during the training to do early stopping.

For computational reasons, it is undesirable to iterate through all possible triplets (i, j, j'). Instead,
negative examples j’ are sampled uniformly at random (attempts to implement more elaborate
sampling techniques were not conclusive).

3 Preliminary results
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Figure 1: Overfitting experiments on VADORE

Figure |laldocuments the evolution the training loss, validation loss and validation recall@ 100 across
600 epochs. Overfitting between the validation loss and the training loss occurs. The validation
loss stops decreasing after the first 50 epochs, and slowly increases throughout the rest of training.
However, the surprise is that while the training loss is stagnating, and the validation loss increasing,
the recall keeps improving throughout training. We notice diminishing returns over time, yet a steady
improvement.

To better understand this behavior, we introduce a new concept: participation, defined as the share
of triplets (7, j, ') in the training set which participate to the Triplet Margin Loss (Eq at a given
epoch; that is, such that s;; — s,/ > n.

Another question which arises from this result: is there cycling in the participating pairs at each
epoch? That is, are the pairs that contribute to participation (i.e. contribute to the loss) for a given
epoch a subset of the ones participating in the previous epoch, or do previously unactive pairs become
often become active again during training? (see Figure [Tb)
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A Appendix: data and features

Table 1: Brief description of the tabular data

job seeker job ads

search criterion job

experiences required experience
diplomas required diploma
skills required skills
plain text plain text
localization localization
required salary salary

driving license required driving licenses
socio-demographic data

administrative data

Features x; and y; describing job seekers and job ads are approximately of size 500 in both cases.
The embeddings ¢(x;) and (y;) are respectively of size 100.

Statistics on the dataset The dataset is composed of 1.07 million jobseekers and 1.78 million job
ads shared among 112 weeks. The train-validation split is done per week. The training set includes
a random selection of 85% of the weeks from Jan. 2019 to Dec. 2021; the validation set includes
all remaining weeks from 2019 to 2021, plus the first 8 weeks of 2022. On average, circa 400k job
seekers, 64k job ads and 1.4k matches are observed per week.
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